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QUESTION ONE (20 MARKS) 

a) Define the following: 

i. White noise        (2 mks) 

ii. A process 𝑌𝑡 is strictly stationary.     (2 mks) 

iii. A process 𝑌𝑡 is 2nd order stationary or weakly stationary.  (2 mks) 

b) Given that a time series time series process is given by : 

𝑋𝑡 = 𝑈1𝑆𝑖𝑛(2𝜋λ0𝑡) + 𝑈2𝐶𝑜𝑠(2𝜋λ0𝑡) 

 Where U1 and U2 are independent, mean zero and variance 𝜎2 random variables. λ0 is 

the frequency of the process. Show that the autocorrelation 𝛾ℎis given by: 

𝛾ℎ =
𝜎2

𝛼
(𝑒−2𝜋𝑖λ0ℎ +  𝑒2𝜋𝑖λ0ℎ)       (10 mks) 

c) In Box-Jenkins approach for fitting an ARIMA model one part which is important in 

identification? Explain and describe the process.    (4 mks) 

QUESTION TWO (20 MARKS) 

(a) Given the AR (1) process: 

𝑋𝑡 = 𝛼𝑋𝑡−1 + 𝑒𝑡 , given 𝑒𝑡~𝑁(0, 𝜎2). Show that: 

i. 𝑉𝑎𝑟 (𝑋0) = 𝑟0 =
𝜎2

1−𝛼2       (3 mks) 

ii. 𝑟𝑘 = 𝛼[𝑘]𝑟0      𝑓𝑜𝑟 𝑘 ≠ 0       (5 mks) 

iii. From the results in a (i) and a (ii) that 𝑟0 =
𝜎2

1−𝛼2
 and 𝑟𝑘 = 𝛼[𝑘]𝑟0      𝑓𝑜𝑟 𝑘 ≠ 0, show 

that the spectral density function distribution function (spectrum), 𝑓(λ)is given by: 

𝑓(λ) =
𝜎2

2𝜋(1 − 2𝛼 𝐶𝑜𝑠 λ + α2)
 

 Where 𝑒−𝑖λ + 𝑒𝑖λ = 2𝐶𝑜𝑠 λ        (9 mks) 

(b) Given that an AR(1) is 𝑦𝑡 = 𝜌𝑦𝑡−1 + 𝜀𝑡. Using repetitive definition of AR(1) show that 

𝑦𝑡 = 𝜌𝑦𝑡−1 + 𝜀𝑡 =  ∑ 𝜌𝑗𝜀𝑡−𝑗 + 𝜌𝑘𝜀𝑡−𝑘
∞
𝑗=0      (3 mks) 

 



QUESTION THREE (20 MARKS) 

(a) List applications of time series.      (6 mks) 

(b) Given a time series process Xt such that 𝑋𝑡 = 𝐴 𝐶𝑜𝑠 (𝜃𝑡) + 𝐵 𝑆𝑖𝑛 (𝜃𝑡) where A and B 

are uncorrelated variables with zero mean and unit variances 𝜃 ∈ (−𝜋, 𝜋) and 𝜇𝑥(𝑡) = 0. 

Show that {𝑋𝑡} is a stationary process.      (8 mks) 

(c) Define an ARMA (p, q) process {𝑋𝑡}.     (2 mks) 

(d) Explain the following: 

i. A process {𝑋𝑡} is said to be causal.      (2 mks) 

ii. A process {𝑋𝑡} is said to be invertible.     (2 mks) 

QUESTION FOUR (20 MARKS) 

(a) Prove that 𝑟𝑘(ℎ) = 𝐸[(∑ 𝜑𝑗𝑊𝑡+ℎ−𝑗) (∞
𝑗=−∞ ∑ 𝜑𝑗𝑊𝑡−𝑗

∞
𝑗=−∞ )] = 𝜎2 ∑ 𝜑𝑗+ℎ𝑊𝑗

∞
𝑗=−∞  

Where 𝑊𝑡 = 𝜀𝑡, is the error term (𝑖. 𝑒. 𝑊𝑡~𝑁(0, 𝜎2).    (7 mks) 

(b) Describe the properties of �̅�𝑛, �̂�𝑘 𝑎𝑛𝑑 �̌�𝑥(ℎ)     (13 mks) 

 


