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QUESTION ONE (20 MARKS) 

a. State three properties of probability density function   (3marks) 

b. Consider the problem of DC level in white Gaussian noise with one observed 

data  

x(0) = Ꝋ + w (0) where w(0) has the pdf N(0, σ2). Find the PDF of x(0) 

                                                                                                                 (3marks) 

c. Consider x(0) = A +w(0) with W(0) ~ N  (0,σ2) find the variance  

                                                                                                        (5marks) 

d. Define an efficient estimator       (2marks) 

e. Consider DC level WGN with unknown variance x(n)=A + w(n). Suppose 

that A>0 and σ2=A. Find its PDF       

                                                                                      (6marks)

           

QUESTION TWO (20MARKS) 

a. State and explain four asymptotic properties of estimators           (8marks) 

b. Consider DC level in WGN with known variance σ2. Find its maximum 

likelihood estimation                                                                              (12marks) 

QUESTION THREE (20MARKS) 

a. If x and y are distributed according to a bivariate Gaussian PDF 

𝑃(𝑥, 𝑦) =
1

2𝜋√𝑑𝑒𝑡(𝐶)
     exp 1

2⁄ [
𝑋 −𝐸(𝑥)

𝑌 −𝐸(𝑌)
]

𝑇

    𝐶−1 [
𝑋 −𝐸(𝑥)

𝑌 −𝐸(𝑦)
] 

Find the conditional PDF p(Y/X)     (10marks) 

b. State three properties of MMSE Estimator    (6marks) 

c. State four problems with general Bayesian estimator  (4marks) 

QUESTION FOUR (20MARKS) 

Generate the innovation x2[n]=x[n]-xᶺ[n/n-1] which is uncorrelated with 

previous samples X[n-1]. Then use x2 (n) instead of X(n) for estimation X[n] is 

equivalent to(X[n-1],X2[n])                                                            (20marks) 

 

/END/ 


